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                                                          Introduction  

 
 

Attribution providers offer many different approaches, including relying on different modeling techniques 

and data sources. These different approaches frequently lead to different results and business decisions. 

CIMM sought to unpack this issue and learn a bit more about what drives the difference in attribution 

results. And share best practices in data inputs, where appropriate.  

 

Accurate television attribution depends on a host of variables, starting with accurate inputsȤschedules 

and accurate identification of campaign spots. It is also dependent on ad exposure measurement, which, in 

television, is measured with Gross Rating Points (GRPs), Average Ratings, Reach, and Frequency. Outcome 

variables such as web visits, retail traffic, sales, or tune-in ratings are required.  Another critical input is the 

identity graph that links all the variables at the device or household level. The analytics for measuring 

incrementality is the final piece of the puzzle for accurate attribution. Each and every one of these 

components can impact the accuracy of television attribution results. To begin the learning process, 

however, we structured this study for CIMM around the first two variables: key inputs of ad schedules and 

ad exposures.  
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Questions We Set Out to Answer 
 

 

How do variations in occurrence data impact TV performance in attribution models? 

Á How different are the occurrence data? Why are they different? 

Á Do differences in occurrences make a difference in audience metrics? In outcomes?  

 

How do variations in exposure data impact TV in attribution models? 

Á How different are the exposure data in terms of typical audience metrics and outcomes? 

 

5£¹ i£ ¸^®t^²t£¡¯ t¡ «®£¸tik®¯ȶ g£ ft¡ki £gg³®®k¡gk ^¡i kº«£¯³®k i^²^ t «^g² PV in attribution models? 

Å How different are the occurrence and exposure data in terms of typical audience metrics and 

outcomes? 
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                                        Overview of Key Findings 
 

 

1. Key television attribution inputs are highly inconsistent from provider to provider and across our 

test schedules. They may not entirely ®k¯k f}k ²sk ^i¸k®²t¯k®¯ȶ PV f³»s. 

 

2. As a result of inconsistent inputs, outcomes differ inexplicably by provider. 

 

3. Provider exposure data have a bigger impact on outcome results, more than occurrence data. 

 

4. Methodology, rather than technology, is the root cause of key differences in inputs and outcomes. 

Differences in underlying technology do not offer simple explanations, e.g., AI, watermarking, 

fingerprinting for occurrences and either ACR, STB, or both for exposures. 

 

 

!²²®tf³²t£¡ ®k¯³}²¯ ¹£¡ȶ² fk gomparable or consistent until providers adopt more stringent media 

measurement standards and demonstrate competence and fluency in the media space.  

It will be impossible for users to build norms across providers and extremely challenging to change 

providers. It will also be confusing for marketers who receive attribution studies from multiple providers, 

and definitely risky for media performance-based guarantees.  

 

Importantly, television data streams also bring issues to multitouch attribution, which use the same data 

t¡«³²¯ Ȇ ^¡i  ^» adversely impact television ROI and ROAS estimation. 
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Overall Observations 
 

 

*6??ȶ¯ kº«k®t k¡² ²£ ik²kg² ²sk t «^g² £p £gg³®®k¡gk ^nd exposure data in television attribution  highlights 

an array of fundamental technical and methodological issues: 

 

Á Comparisons of commercial occurrence counts across providers can be misleading. The combination of 

undercounts and overcounts can obscure these inaccuracies, and a simple count of spots to confirm the 

accuracy of third-party occurrence data will not work.  

 

Á There is no pattern of occurrence data discrepancies by schedule and no explanation of the cause of 

those discrepancies to be found here.  

 

Á There is no standard naming, or coding, of television networks among providers. This makes data 

comparisons, aggregations or meta-analyses difficult. 

 

Á There is no standard definition of a day. Some providers use a broadcast day (6:00 am to 5:59 am), 

whereas others used a clock day (12:00 am to 11:59 pm), again making data comparisons difficult. 

 

Á There is no standard category for commercial length among the providers. Some providers group 

similar lengths into larger categories. Some use the exact length upon airing, even if it was cut short. 

This is an obstacle to comparing findings across providers, developing normative data bases and 

conducting meta-analyses. 

 

Á Some spots are more difficult to discern than others. For example, a :15 and a :30 that both use the 

same video content may be hard to distinguish. For this reason, any provider may exhibit different 

levels of accuracy for different schedules.  
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Á Network and advertiser post buy logs are not perfect sources of commercial occurrence data and 

should be validated. 

 

Á Underlying technology alone does not explain occurrence differences among providers. And it certainly 

does not explain the differences found within each provider by schedule. 

 

Á Differences in commercial occurrence data among providers result in differences in schedule GRPs and 

Reach that are not easily predicted by the occurrence data differences. 

 

Á Attribution differences generated by differences in commercial occurrence data inputs are directionally 

consistent, but can exhibit meaningful differences in magnitude. This suggests little reason to be 

concerned about tactical optimization applications, but significant concern with respect to the risks 

presented by variation in magnitude and how that will impact ROAS or ROI estimates. 

 

Á Conversely, attribution differences generated by differences in exposure data inputs varied dramatically 

in both direction and magnitude. Clearly, exposure data sources are a major point of origin for 

differences among attribution providers. 

 

Á  Another view into the differences in exposure data among the providers was provided by comparison 

of standard media metrics: GRPs, Reach and Frequency. Differences in these metrics, for the same 

schedule, across providers were as high as 2:1 for Reach, 4:1 for Frequency and 6:1 for GRPs.  

 

Á Grouping providers based on their underlying technologyȤACR only, set-top box only, combinations 

of set-top box and ACR or set-top box and panelȤdid not explain those inconsistences. Providers who 

integrate STB and ACR were somewhat more in line with Nielsen benchmarks, but those findings are 

not consistent across schedules.  

 

¶ These findings, together with a review of each providersȶ current procedures, leads us to conclude that 

methodology, rather than underlying technology, drives results. In methodology, we include providersȶ 

governing reporting rules such as how exposure is qualified (number of seconds) and how reporting 

panels are managed, edited and weighted to reflect the total US. 
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While useful learning, none of these findings tell us how to solve the problem. There is no pattern to the 

it¯g®k«^¡gtk¯ ¹k p£³¡iȅ ¡£ ȳ®trs² «®£¸tik®ȴ ¸k®¯³¯ ȳ¹®£¡r «®£¸tik®ȋȴ .¸k®»£¡k ¹^¯ ®trs² sometimes and 

¹®£¡r ¯£ k²t k¯Ȑ k¸k¡ £³® ȳ²®³²s ¯k²ȋȴ There is no better or worse technology. Hence, no simple answer. 

But we have seen this before in media research. It is clear to us that what is needed is standardization of 

naming, definitions and categorization, and more careful quality assurance procedures. This study brought 

home the challenges presented by shortfalls on both of these fronts. Looking back over this experience, it 

becomes clear that this was not just the context of our workȤit is the key finding. This leads us to three 

recommendations: 

¶ For the industry: Establish standards to ensure that data is organized comparably across providers.  

 

¶ For users: Before proceeding with an attribution study, make sure your occurrence data are 

validated. This might require using a specific validation study to ensure your data inputs are 

accurate. Otherwise, while directional guidance for tactical optimization may be trustworthy, ROAS 

or ROI estimates may be risky. 

 

¶ For providers: Test your QA procedures to ensure accuracy and be prepared to adopt industry 

standards as they are developed. 
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        Observations on Attributi on Data Providers 

 

 

All providers were very cooperative through this process, and CIMM is appreciative of their contributions.  

 

Providers are blessed with great, large data sets, cutting-edge technologies and experienced data 

scientists. Wk ¹k®k¡ȶ² }££|t¡g for perfection. Perfection is not the objective, especially in this early stage of 

development. Besides, CIMM fosters, rather than stifles, media industry innovation. 

 

That said, we observed different levels of traditional media expertise among the providers, different levels 

of interest in aligning with industry methodological standards and, at times, a lack of attention to rigorous 

cleansing, proofing and editing data streams.  

 

We see the need for methodological standardization and quality control, while allowing «®£¸tik®¯ȶ «£t¡²¯ £p 

difference to remain intact.  
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Observations for Users of TV Attribution 

 

 

Expect and plan for differences from provider to provider. Users should not expect that two providers 

measuring the ROI/ROAS of the same campaign will yield similar results. If users are planning to test or 

switch to a new provider, then it would be beneficial to benchmark some historical schedules and key 

inputs to understand differences between the current and new provider. 

 

Attribution wt}} }t|k}» ®k³t®k ȳ!¯ M³¡ȴ ¯gski³}k¯. Care must be taken to ensure that accurate occurrence 

data is used for ROI/ROAS studies. Our study found that advertiser post logs and network post logs are 

not perfect and must be audited. A process of reconciling provider logs with advertiser/network logs must 

be implemented prior to executing the final analysis. 

 

Confirm detection and categorization of occurrences by commercial length and daypart, if relevant. 

Part of the audit needs to include analysis by commercial length and daypart, if measuring conversion by 

those attributes is an important part of the study being executed. 

 

Before running attribution, make sure the data inputs match the world as you know it: 

ï GRPs by week 

ï Reach and Average Frequency 

It will be valuable to produce comparisons of key exposure data elements, compared to benchmarks such as 

Nielsen, prior to running the actual ROI/ROAS calculation, so differences can be identified and explained. 

 

 

 

 

 



 12 

 
 

         Observations for TV Attribution Providers 

 

 

Having many different TV attribution providers in the market, with different underlying occurrence and 

exposure data sets, provides challenges for all users of TV attribution workȤadvertisers, agencies and 

media companies. It would be preferable for the market to have more consistency in inputs, and then the 

differences between providers would be primarily driven by the quality of the actual ROI/ROAS calculation. 

Television attribution results will be more consistent and reliable when providers adopt more stringent 

media measurement standards:  

 

¶ Weighting. Consider implementing a robust panel weighting scheme that addresses key variables 

known to align with TV viewing: DMA, HH size, Presence of Children, Income, Education and 

Occupation. 

 

¶ Unification. Consider creating a standard process for unifying your database for ROI measurement, 

and provide a common base of people with opportunity for exposure and opportunity for response. 

 

¶ Reach. Conduct evaluation of reach reporting from your exposure data across schedules. Compare 

to industry norms at different GRP levels (i.e. reach of prime time TV schedule at 300 GRPs). 

Consider using Reach as a weighting or calibration variable. 

 

¶ Exposure qualification. Having many different measures of viewing time required for exposure in 

the market creates another source of confusion and differences between providers. If the market 

will not settle on one standard, then potentially report ROI/ROAS based on multiple exposure 

measures to allow for cleaner comparisons across providers. 
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Agenda for Future Studies 
 

 

¶ Investigate occurrence differences across providers and advertiser/network logs to identify quality 

control solutions. 

¶ Evaluate how choices of methodology (e.g. exposure qualification and panel weighting, unification 

and management) impact: 

Å Average Rating 

Å GRPs 

Å Reach 

Å Average Frequency 

Å ROI/ROAS 

¶ Examine the impact of clock drift and signal latency impact on those same measures. 

¶ Evaluate digital video/display/CTV exposure data inputs and how those exposures are linked to 

linear TV exposures. 

Å Include an analysis of Identity graphs and evaluate what steps, if any, are taken to 

account for issues of non-matching. 

¶ Evaluate how results differ with various Modeling approaches (e.g. attribution window, adstock, 

baseline, etc.). 
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                                                  The Study Approach 

 

 

CIMM conducted an experiment to compare two key components of television attribution: ad occurrences 

(schedules) and exposure data (GRPs/ Reach/Frequency). This experiment was designed to understand 

whether the different sources modelers use for these data generally over- or undercount occurrences and 

exposure and, in turn, the degree to which they impact model results and decisions marketers subsequently 

make. 

 

6²ȶ¯ t «£®²^¡t to keep in mind that this is an experiment, not an assessment of the offerings from 

television attribution providers. We were only interested in their standard occurrence and exposure data, 

which we compared to logs and Nielsen national TV benchmarks. We also created a performance 

measurement (lift -like, measuring change in rating for promoted program compared to 4-week time period 

average, for exposed minus not-exposed) to compare the impact of these data services. Importantly, we 

are not advocating providers use our methodologyȤit simply provided a method with which to make 

common comparisons. 

 

Á For the test, we secured television tune-in campaign schedules from three networks. Why tune-in? 

Television tune-in campaigns offer a relatively straightforward test scenario given that the input 

(advertising weight) and outcome measures (viewership to the promoted program) operate in a 

closed loop within the same data set.  

Á We also studied one brand advertiser campaign.  

Á All the campaigns ran nationally on linear television within the past 2 years.  
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CIMM Television Attribution Experiment At A Glance 

 

 

 

 

 

 

 

 

 

We are very grateful for the participation of the following providers: 605, Alphonso, Ampersand, 

Comscore, iSpot, NCS, Samba TV, TVSquared and VideoAmp. We are also grateful for the 

participation of Nielsen in providing the benchmarks this study utilized. 

 

These providers utilized data from occurrence providers such as iSpot, Hive, Kantar, and Nielsen as well as 

their own proprietary approaches. They sourced viewing/exposure data from set-top box providers, 

Automatic Content Recognition (ACR) systems and Nielsen.  

 

Providers were compared on schedule accuracy, GRPs, Reach and Frequency generated by the exposure 

data and Incremental Actual Rating Point Change, the outcome variable we created to compare television 

tune-t¡ g^ «^tr¡¯ȋ !}} £p ²sk «®£¸tik®¯ȶ ®k¯ults were blinded because the point of the study was to 

compare input variables, not to k¸^}³^²k ²sk «®£¸tik®¯ȶ £ppk®t¡r¯ȋ Importantly, we do not have all data from 

all providers. Providers C and I only provided occurrences. Provider F only provided data for 3 schedules. 

  

We believe this array of providers, sources and measures provides a solid representation of the television 

attribution practices in place today.  

 

 

 

 

CIMM Television Attribution 
Experiment at a Glance

Schedules

4 network tune-In campaigns
o National 
o Varying size and mix of own 

channel/paid media 
o Ran through 2018-19

1 brand marketer campaign 
o National
o Significant weight and large mix of 

networks 
o Ran in 2019

9

Network Logs
Marketer Post Buy

Benchmarks

Exposure/ Viewing

Nielsen NPM HH 
GRPs/Reach/Freq

Occurrences

Provider 
Occurrences

Test Data

Provider Exposure

Network Logs 
Marketer Post Buy 

Nielsen NPM HH 
GRPs/Reach/Freq 
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Part 1. Deep Dive Into Occurrence  

Data in Attribution  
 

 

Advertising occurrence data is the entry point for television (or any video) into TV attribution, multitouch 

attribution, or any device-level measure of television advertising performance. Advertisers run ads, viewers 

are exposed to them, and viewers either respond in the marketplace or not. Attribution models connect the 

dots from the ads that are run to the marketplace response they generate.  

 

Users of attribution assume the ad occurrence data used for television attribution are accurate. This phase 

of the study tests that assumption. Perfection is never the goal, so the question is really, are the television 

occurrence data in use for attribution sufficiently accurate to enable useful television attribution findings? 

 

Objective 

The objective of this phase of the study is to reveal how different TV occurrence data sets may be among a 

cross section of leading data providers and to what degree do those differences result in differing 

attribution results. !¯ ^ ®k t¡ik®ȅ ²sk ȳAs R³¡ȴ ¡k²¹£®| £® advertiser post logs were used as benchmarks.  

 

Comparing Occurrence Counts  

The analysis plan was to start at the most summarized level, and then to peel away successive layers in 

search of data patterns that explain any discrepancies in the data and might indicate best practices.  

 

At the most summarized level, our findings were reassuring. When we compare the count of total 

occurrences for each campaign from the logs to the counts provided by each provider, we find a 101 index, 

only a 1% difference. Of cou®¯kȅ k^gs «®£¸tik®ȶ¯ t¡ikº t¯ strsk® £® }£¹k®ȅ f³² £¸k®^}}, there is no tendency 

to under- or overstate the total number of occurrences. 
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The chart below displays occurrence count indices for each provider. These compare the differences in 

£gg³®®k¡gk g£³¡²¯ fk²¹kk¡ ²sk «®£¸tik®ȶ¯ i^²^ ^¡i ²sk }£r i^²^ȅ f» g^ «^tr¡ȅ ^¸k®^rki ^ £¡r g^ «^tr¡¯ȋ 

 

 
 

!}} f³² £¡k «®£¸tik®ȶ¯ ®k¯³}²¯ ^®k ¹t²st¡ ơƠɰ £p ²sk }£r¯Ȑ pt¸k ^®k ¹t²st¡ ƥɰ. 

 

Next, we took a deeper look by computing match rates. Individual occurrences from the logs were matched 

to the individual occurrences from each provider. Spots were matched based on network, date and time, 

allowing for clock drift (° 5 minutes). This analysis revealed three important findings: 

 

¶ There is no standard naming, or coding, of networks among providers. This makes data 

comparisons, aggregations or meta-analyses difficult. 

 

¶ There is no standard definition of a ȳday.ȴ Some providers use a broadcast day (6:00 am to 5:59 

am), whereas others used a clock day (12:00 am to 11:59 pm). 

 

¶ Comparisons of commercial occurrence counts can be misleading. The following chart shows that 

occurrence count indices and match rates reveal different views of provider accuracy. Consider 

Provider E, with a 99 index on occurrences relative to the log, but only a 79.3% match rate. While 

²st¯ t¯ ²sk  £¯² kº²®k k it¯g£¡¡kg²ȅ t²ȶ¯ ¡£² ²sk £¡}» £¡kȋ 

 

 

 

 

113

97
104 104 99

93
98 100 103

Provider
A

Provider
B

Provider
C

Provider
D

Provider
E

Provider
F

Provider
G

Provider
H

Provider
I

Occurrences - Average Schedule Index to Logs 
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Overall Match Rates Between Post Logs & Provider Occurrences  

Summarizing the match rate analysis at the highest level, we find promising findings. We also discover the 

reason for the disconnect between match rates and occurrence count comparisons.  

 

Overall, across all providers and all campaigns, the average match rate was 90%. The complement to that 

is that there was an average undercount of 10%. In other words, on average, our analysis found 90% of 

the spots from the logs in the 

«®£¸tik®¯ȶ i^²^ ^¡i ơƠɰ £p ²sk 

spots from the logs were not 

p£³¡i t¡ ²sk «®£¸tik®¯ȶ i^²^ȋ But 

the analysis also found spots in 

the provider data that were not 

in the logsȤovercounts.  

Overall, overcounts were equal 

to 6% of the number of spots in 

the logs, on average. 

 

Breaking out the match rates, undercounts and overcounts by provider and averaging results across 

campaigns, we find the results below. 

 

 

Provider        

A

Provider         

B

Provider         

C

Provider         

D

Provider         

E

Provider         

F  

Provider         

G  

Provider         

H

Provider         

I

Provider Occurrence Data 

Indexed to Network Logs

Average Among All Campaigns 113 97 104 104 99 93 98 100 103

Legend: 120+ 110-119 90-81 80-

MATCH RATE

Average Among All Campaigns 76.0% 91.0% 95.3% 95.2% 79.3% 91.1% 96.0% 96.3% 91.3%

LEGEND: <90% <75% <50%
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These results show us that: 

 

¶ Accuracy of ad occurrence data varies by provider. 

 

¶ The combination of undercounts and overc£³¡²¯ g^¡ £f¯g³®k ²sk¯k t¡^gg³®^gtk¯ȋ Y£³ g^¡ȶ² ik«k¡i 

upon a simple count of spots to confirm the accuracy of third-party occurrence data, especially if 

you are looking at daypart performance. 

 

This results also beg the question, are at least some of the undercount and overcount spots actually the 

same spots, just not matched through some flaw in the analysis?  

 

 

 

 

 

 

 

Occurrence Match Rates & Under/Over Counts Vs. Post Logs by Provider 

Providers 
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To assess this question, we dove more deeply into the Match rate details. 5k®kȶ¯ ^ «tg²³®k £p ²sk ^««®£^gs: 

 

 
6¡ ²st¯ kº^ «}kȅ ¹k }££|ki ^² J®£¸tik® !ȶ¯ £gg³®®k¡gk i^²^ȋ Overall, Provider A had a match rate of 76%, 

which left 24% undercounts. But they also had 26% overcounts. Were some of those the same spots? 

L££|t¡r ^² J®£¸tik® !ȶ¯ ®k¯³}²¯ p£® ¯gski³}k 4, we find a different relationship between undercounts and 

overcountsȤ37% different. There are not enough undercounts to match even half the overcounts, so they 

g^¡ȶ² fk ²sk ¯^ k ¯«£²¯ȅ z³¯²  t¯ ^²gskiȋ When we go a level deeper, looking only at spots for schedule 4 

in the Monday-Friday 4 pm-7 pm daypart, we see a 76% difference between undercounts and overcounts. 

Almost 80% of the overcounts could not be matched to the undercountsȤthere are just not enough of 

them. 

 

Running this analysis for all providers, schedules and dayparts, we find overcounts exceed undercounts by 

10%-20%, or 20% or more in more than 50 cases and undercounts exceed overcounts by 10%-20%, or 

20% or more in another 50+ cases.  
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If overcounts were simply the unmatched 

undercounts, then the difference in each cell of 

this table would be close to zero. In contrast, we 

see the lack of matches and the extreme in either 

overcounts or undercounts in the data for every 

provider, schedule and daypart. The factors 

causing these discrepancies are not isolated to a 

deficient provider, a problematic schedule or a 

difficult to measure daypart. No clear, potentially 

causal, pattern has yet emerged in this analysis, 

as frustrating as that is. 

 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

LEGEND

20% or more 32%

10%-20% 15%

20% or more -39%

10%-20% -14%

Over counts exceed undercounts

Undercounts exceed over counts

A B C D E F G H I

Campaign # 1
Monday - Friday 6a-9a 2% 1% 1% 1% 8% -14% -1% -1% 1%

Monday - Friday 9a-12n 16% 1% 1% 1% -6% -15% -1% -1% 1%

Monday - Friday 12n-4p 14% 2% 2% 0% -10% -20% -1% -1% 1%

Monday - Friday 4p-7p 26% 1% 2% 2% 15% -16% -3% -2% 5%

Saturday - Sunday 6a-12n -3% 0% 0% 0% -13% -18% -2% -2% 0%

Saturday - Sunday 12n-7p 2% -1% 1% 1% -9% -20% -8% -9% 1%

Monday - Sunday 7p-11p 2% -1% 1% 1% -15% -20% -5% -5% 1%

Monday - Sunday 11p-1a 17% 0% 3% 5% -9% -16% -1% 2% 1%

Monday - Sunday 1a-6a 30% 0% 2% 2% 4% -15% 0% 1% 2%

Campaign #3
Monday - Friday 6a-9a 46% -12% 0% 0% -1% -1% -1% -5% -5%

Monday - Friday 9a-12n 9% -12% 1% 1% 1% 0% 0% -5% -5%

Monday - Friday 12n-4p -1% -16% -5% -4% 0% -6% -5% -5% -5%

Monday - Friday 4p-7p 4% -15% -2% -1% -1% -5% -3% -4% -4%

Saturday - Sunday 6a-12n 9% -11% 3% 4% -1% 1% 1% 2% 2%

Saturday - Sunday 12n-7p 0% -17% 2% 0% 0% -2% -2% 1% 1%

Monday - Sunday 7p-11p -1% -18% -4% -4% -1% -6% -5% -2% -2%

Monday - Sunday 11p-1a 9% -21% -4% -4% -9% -2% -7% -1% -1%

Monday - Sunday 1a-6a 1% -15% 0% 0% 0% -5% 0% 2% 2%

Campaign #4
Monday - Friday 6a-9a 44% 0% -7% -7% -2% -2% -2% -2% -20%

Monday - Friday 9a-12n 4% -6% -10% -12% -3% 1% 1% 1% -21%

Monday - Friday 12n-4p 41% -3% -14% -11% -3% 0% 0% 0% -25%

Monday - Friday 4p-7p 76% -2% -14% -14% -10% -2% -2% -2% -16%

Saturday - Sunday 6a-12n 31% -12% -12% -15% -8% 4% 4% 4% -31%

Saturday - Sunday 12n-7p 36% -3% -3% 3% -3% 0% 0% 0% -28%

Monday - Sunday 7p-11p 23% -6% -6% -11% -14% -1% -1% -4% -26%

Monday - Sunday 11p-1a 35% 2% -4% 13% 2% 5% 11% 11% -40%

Monday - Sunday 1a-6a 51% -2% -3% -8% -3% 1% -2% 1% -29%

Campaign # 5
Monday - Friday 6a-9a -37% -16% 7% 7% 2% 0% 4% 4% -35%

Monday - Friday 9a-12n -52% -9% 8% 8% 1% 0% 4% 4% 1%

Monday - Friday 12n-4p -42% -7% 10% 10% 7% 0% 7% 7% 5%

Monday - Friday 4p-7p -30% 6% 22% 22% 18% 0% 18% 18% 16%

Saturday - Sunday 6a-12n -53% 16% 17% 17% 16% 0% 16% 16% 16%

Saturday - Sunday 12n-7p -51% 0% 16% 16% 9% 0% 12% 12% 8%

Monday - Sunday 7p-11p -34% -2% 19% 19% 7% 0% 12% 8% 9%

Monday - Sunday 11p-1a -34% 8% 17% 17% 13% 0% 18% 23% 11%

Monday - Sunday 1a-6a -39% -1% 10% 10% 7% 0% 9% 11% -9%

Campaign # 7
Monday - Friday 6a-9a 30% -7% -1% -1% -14% -4% -4% -4% 1%

Monday - Friday 9a-12n 3% -6% -3% -3% -11% -3% -3% -2% 1%

Monday - Friday 12n-4p 2% 8% -2% -2% 4% -2% -2% -2% 10%

Monday - Friday 4p-7p 32% 24% 22% 22% 55% 10% 10% 10% 34%

Saturday - Sunday 6a-12n -12% 0% -2% -2% -15% -5% -5% -5% -1%

Saturday - Sunday 12n-7p -6% 3% 0% 0% 4% 3% -4% 3% 4%

Monday - Sunday 7p-11p -12% 9% 1% 1% 3% 2% 1% -1% 15%

Monday - Sunday 11p-1a -14% -7% -10% -10% -14% -7% -4% -2% -3%

Monday - Sunday 1a-6a -9% 2% 0% 0% -6% 2% -2% 2% 3%

PROVIDER
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Match Rates by Schedule 

 

Rolling back up to the schedule level, 

we find no consistency within each 

provider. This chart is based on 

provider occurrence counts indexed to 

logs, by schedule. Provider A, for 

example, had the highest index on 

average (113), but you can see that 

their average is composed of high 

indices for schedules 1 and 4, a low index for schedule 5 and average, or close to average indices for 

schedules 3 and 7. This lack of consistency is more or less evident for every provider. No provider is 

consistently high or low on occurrences versus the post logs.  

 

All but two of the providers exhibited 

low match rates for at least one 

schedule, despite average match rates 

on average among all schedules. We 

also find high overcount and 

undercount rates for all providers for 

at least one schedule. This analysis 

reaffirms that discrepancy rates vary 

among providers and within provider 

by schedule. Once again, there is no 

clear pattern.  

 

We found no clear explanation for these discrepancies and conclude that there is simply no pattern of 

occurrence data discrepancies by scheduleȤand no explanation of the cause of those discrepancies to be 

found here. Issues are found with data from all providers. 
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Match Rates by Commercial Length 

Continuing to search for the source of commercial occurrence data discrepancies, we turned to commercial 

length. The match rate analysis was 

re-run with commercial length as an 

added criterion. All match rates 

dropped, sometimes precipitously. For 

kº^ «}kȅ J®£¸tik® !ȶ¯  ^²gs ®^²k 

dropped from 76% to 48% and 

J®£¸tik® 3ȶ¯  ^²gs ®^²k¯ i®£«ped from 

91% to 67%. Others showed modest 

declines. In every case, there was 

disagreement between the logs and 

²sk «®£¸tik®ȶ¯ £gg³®®k¡gk i^²^ȋ 6¡ 

some cases, this disagreement was extreme. 

 

Looking at the commercial length 

issue from the perspective of 

overcounts and undercounts, we see 

that all but one provider had 

difficulty with commercial length. 

This chart shows the index of 

overcounts and undercounts by 

provider, by selected commercial 

lengths, on average across all 

campaigns. Only one provider did not 

exhibit extreme undercounts or overcounts. But even that provider had difficulty with one campaign. 

 

Discussing the length issue with the providers we learned two important findings: 

 

Á There are no standard categories for commercial length among the providers. Some group similar 

lengths into larger categories. Some report the exact number of seconds the spot ran, even if it was 
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a cut-short, reporting a 30-second spot as a :25, for example. This is clearly an obstacle to 

comparing findings across providers, developing normative data bases and conducting meta-

analyses. 

 

Á Some spots are inherently more difficult to discern than others. For example, a :15 and a :30 that 

both use the same video content may be hard to distinguish. For this reason, any provider may 

exhibit different levels of accuracy for different schedules.  

 

Accuracy of Network Logs and Post-Buys  

Throughout these analyses, we found the number of overcounts 

puzzling. We investigated by matching overcounts across providers. 

For example, if Provider A found a spot on ABC at 9:05 pm on 

3/17/20, which was not in the network/advertiser log, then how 

many other providers also found that same overcount spot? A 

significant number of overcounts were identified by as many as seven 

providers. This finding supported the theory that the 

network/advertiser logs were not a perfect truth set. A threshold of 

^² }k^¯² ²s®kk «®£¸tik®¯ ¹^¯ ¯k² ^¡i ²sk ¡³ fk® £p ȳg£  £¡ £¸k®g£³¡²¯ȴ ¹^¯ ²^f³}^²ki p£® k^gs ¯gski³}kȋ 

The range of common overcounts, potentially actual spots missing from the log, ranged from 1% to 10%. 

 

This reminds us that, as is so often the case in our big data world, we are using data for measurement 

purposes that were not designed for measurement. Network logs and advertiser logs may be fine for their 

intended purpose, but are imperfect for attribution. This gives us our surprising finding that: 

 

¶ Network and advertiser logs are not perfect sources of commercial occurrence data and should be 

validated. 

 

Are Data Differences Driven by an Underlying Technology Bias? 

One common hypothesis has been that the underlying data-gathering technologies introduce bias into the 

measurement system. The fact that we found no consistent patterns by provider appeared to belie that 

theory, but we were able to consider it directly.  

 

Schedule

# of Over 

Counts 

Found by 3+ 

Providers 

% of # 

Spots In 

Log

1 89 1%

3 134 2%

4 17 3%

5 200 10%

7 77 3%

Over Counts                                 

Identified By 3 Or More Providers
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This chart compares k^gs «®£¸tik®¯ȶ t¡ikº ²£ ²sk }£r¯ p£® k^gs schedule and on average among all 

schedules. The blue bars represent 

traditional fingerprint-based 

monitoring services with monitoring 

stations in all markets. The green bars 

represent a mixture of ACR and AIð

based technologies. As is visually 

evident, there is as much variation 

within a technology-based provider 

group as across groups. We concluded 

that: 

 

¶ Ad detection technology alone does not explain occurrence differences among providers. And it 

certainly does not explain the differences found within each provider by schedule. 

 

Do Data Discrepancies Matter?  

This phase of the study has revealed substantial discrepancies among provider occurrence data and 

between provider occurrence data and the post log data. These findings beg the question: Do these 

discrepancies matter? This question is addressed in two ways. First, through the lens of standard media 

metricsȤGRPs and Reach. Second, through the lens of attribution, using a common ȳliftȴ calculation. 

 

Attribution providers are not in the business of providing their clients with GRP or Reach metrics. But 

these are the most common ways of dimensionalizing a television schedule. They provide a measure of the 

schedule that is highly relevant to attributionȤhow many households were reached by the schedule and 

how many individual impacts occurred. If more or fewer households were reached, if there are more or 

fewer GRPs, then the schedule will have greater or lesser impact on market performance. We also looked at 

Average Rating and Average Frequency and could have looked at Impressions, but those measures are 

themselves defined by occurrences, GRPs and Reach, so they do not add new information to this analysis. 

 

 

 


